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● ... is the National Grid Infrastructure (NGI) operated by CESNET (part of the e-INFRA CZ) 

● ... is a provider of computational resources, application tools (commercial and free/open 
source) and data storage (for data in active use) 

● ... is free of charge 

● Users 'pay' by Acknowledgement in their research publications 

● ... can be used only for non-commercial (academic) research 

● ... is primarily dedicated to students and employees from Czech universities, 
the Czech Academy of Science, non-commercial research facilities etc., 
but we can grant access to foreign researchers and partners

https://metacentrum.cz

https://metavo.metacentrum.cz

https://wiki.metacentrum.cz/wiki/Usage_rules/Acknowledgement
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● Computational resources are available to users immediately after the registration 

● Individual jobs are scheduled and managed via the PBS Pro batch system 

● MetaCentrum offers... 

● cca 45,000 CPU cores (x86_64) 

● SMP servers with up to 3 TB RAM, special servers with 6 and 10 TB RAM, small 
servers with up to 32 CPU, etc... 

● cca 400 various GPU cards (NVIDIA A10, A40, A100, RTX A4000, Tesla T4 etc.) 

● Preferably CLI (Debian 11 and CentOS 7), also a GUI environment 
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● Before you start, read the documentation 

● If something goes wrong, do not hesitate to contact user support 

https://wiki.metacentrum.cz

https://wiki.metacentrum.cz/wiki/Beginners_guide

https://wiki.metacentrum.cz/wiki/Usage_rules

meta@cesnet.cz
https://wiki.metacentrum.cz/wiki/User_support

https://wiki.metacentrum.cz/wiki/Troubleshooting

https://wiki.metacentrum.cz/wiki/FAQ/Grid_computing
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A brief introduction to how to use MetaCentrum 
with a preference for GPU nodes



Frontend servers

● Gateway to the entire grid infrastructure (accessible via ssh with a password, no ssh tickets) 

● Frontends submit jobs to PBS servers  

● Frontends are small virtual machines mainly for purposes like writing scripts for batch jobs, 
checking applications and user data etc. 

● Do not run long and/or demanding calculations directly on frontends! 
● Frontend servers usually have different home directories 

● All user home directories are available from all frontends
skirit.metacentrum.cz     /storage/brno2/home/
alfrid.metacentrum.cz     /storage/plzen1/home/ 

zuphux.metacentrum.cz     /storage/brno3-cerit/home/

tarkil.metacentrum.cz     /storage/praha1/home/
charon.metacentrum.cz     /storage/liberec3-tul/home/ 

… … 

meta-pbs.metacentrum.cz

cerit-pbs.cerit-sc.cz 

https://wiki.metacentrum.cz/wiki/Frontend
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https://wiki.metacentrum.cz/wiki/Kerberos_authentication_system



Allocation of resources and qsub assembler

● Hardware resources (CPUs, GPUs, RAM, scratch, walltime,...) are reserved by PBS 

● qsub command is used to submit jobs to the queue 

● Users can use an interactive tool which assembles qsub command based on the selected 
criteria (requirements)

https://wiki.metacentrum.cz/wiki/About_scheduling_system

Go to metavo.metacentrum.cz - 
Current state - Personal view - 
qsub assembler 

https://metavo.metacentrum.cz/pbsmon2/person
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GPU clusters https://wiki.metacentrum.cz/wiki/GPU_clusters
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Queues
● Not all visible queues are suitable for direct usage 

● GPU calculations must be submitted to GPU queues 

● Explore the -q option of the qsub assembler 
GPU jobs with walltime 
up to 24 hours on 
MetaCentrum nodes

GPU jobs with walltime 
up to 336 hours on 
MetaCentrum nodes

GPU jobs up to 24 hours 
on CERIT-SC nodes

10



11



Some hints for GPU reservation

● Each GPU calculation needs at least one CPU (ncpus=1) 

● Remember that the newest GPU is NOT the best for all jobs 

● GPU card can not be shared and is entirely dedicated to one calculation 

● GPU calculations can be monitored on the same computation nodes by nvidia-smi 
command 

● In most cases is not wise to target one specific cluster (e.g. :cl_adan=True), select a smaller 
set of machines using parameters: 

● :gpu_mem=20gb 

● :gpu_cap=cuda80 

● :cuda_version=11.4

https://wiki.metacentrum.cz/wiki/GPU_clusters
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Example 1: Basecalling of ONT (Oxford 
Nanopore Technologies) reads in an interactive 
job



● Basecalling is a process how to determine individual nucleotides (DNA/RNA) 
from a characteristic electrical signal 

● Requirements: 

● GPU card with at least 20 GB of memory 

● data processing toolkit Guppy with GPU support 

● input data in fast5 format (small data set for test) 

● We will use an interactive job (calculation is waiting for individual commands typed by user) 

● 1) Login to some frontend

https://wiki.metacentrum.cz/wiki/Guppy

https://wiki.metacentrum.cz/wiki/Beginners_guide#Run_interactive_job
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● 2) Check the availability of guppy software (via module ava command) 

● 3) Start the interactive job with appropriate hardware resources and set the calculation

Start the interactive job instead of the regular batch job

Variable SCRATCHDIR is set automatically for each calculation
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● 4) Run the calculation
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● 5) In the meantime, when the calculation is running, you can open the second 
terminal, login to the same node and check the GPU utilisation by nvidia-smi command 
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● 6) Check the result and clean everything

Move only desired results back to the storage

Always remove everything unnecessary

Quit the interactive calculation
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Example 2: PyTorch MNIST training with 
Singularity container in batch job



● We will use the PyTorch Singularity image to train a MNIST model 
(Handwritten digit recognition) 

● Requirements: 

● Basic test, no special HW requirements 

● Singularity 

● Torch 

● We will use a batch job (all commands are in one shell script) 

● 1) Login to some frontend

https://wiki.metacentrum.cz/wiki/Singularity

https://wiki.metacentrum.cz/wiki/Beginners_guide#Run_batch_jobs
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● 2) Write a shell script for batch job
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Let's specify a version of 
compute capability for 
demonstration purposes

Automatically remove 
data from the scratch 
directory



● 3) Submit the calculation and check logs
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qsub command submits 
calculation to the PBS

Check standard outputs



e-infra.cz

Thank you for your attention


